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Abstract

This document describes a new simple gradient descent igptinvhich is a potential replacement or
supplement for the t k: : Regul ar St epG adi ent Descent Opt i ni zer . The optimizer requires only the
gradient of the parameters and uses a simple linear mo@ehadty. However, it follows the theoretical
basis of a trust-region algorithm and is able to achievetgrezfficiency on certain image registration
cases.
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ITK provides the i tk:: Regul ar St epG adi ent Descent Opti i zer class for simple optimization prob-
lems, such as those occuring in low dimensional image ragjish. This optimizer has the advantage of
extreme simplicity. However, in practice it can be somewdifficult to tune correctly. In this paper, a
trust-region gradient descent optimizer class is proposbkis algorithm is almost as simple, but is based on
a more principled approach. This optimizer can be shown tmbe efficient in terms of number of steps
and more reliable in finding an optimum in somewhat difficalses.
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1 Trust-region Optimization

We are interested here in approaches for solving the uneamsd, multidimensional optimization problem
Dot = argmin(f(@))

That is, we wish to find the set of parametapswhich minimizes the cost functiorf,(@). We frame our
discussion in terms of minimization, but maximization cdrcourse be achieved by simply negating the
cost function.

Trust-region optimization approaches solve this problgntieating a model of the cost function to be
optimized near the current estimate of the solution. Thiallmmodel is then solved to provide a new estimate
of the solution. However, it is known that the model is onlyameurate representation of the true objective
function near the current estimate. Therefore, the nextisol estimate is the best estimate generated from
the model, constrained to be within the area where the medealrisidered valid, known as the trust-region.

The general trust-region algorithm is therefore as showXgorithm 1.

Algorithm 1 General Trust-Region Optimization algorith@] [
1: Set start positiong,; iteration counten = 0; scaling matrixS; step sizes
2: repeat
3:  Compute one or more of the cost function and its derivatives at thMrpositionq)(n)

4:  Generate a local model of the function, and a region on which the maslélusted.
5.  Solvethetrust-region subprobleno get the update to the parametei@, .
6: Computethe cost function at the solution of the trust-region subfmm.
7. if the solution is not sufficiently improvethen
8: Reect the step, and shrink the trust-region.
9: elseif the solution is better than expectdten
10: Accept the step, and enlarge the trust-region.
11 Set Q1) = Py + 4@, andn=n+1
12:  €else
13: {the solution is acceptable relative to the mgdel
14: Accept the step.
15: Set (p(n+1) = (p(n) +A(p(n) andn=n+1
16:  end if

17: until the convergence criteria are reached

Trust region algorithms stand in contrast to line searchhod, which work by choosing a descent direction
- a direction in the parameter space which reduces the vélihe objective function - and then minimizing
the value of the objective function along that line using ahg number of one-dimensional search methods.
Further theoretical discussion may be founddh [

Trust-region methods are potentially useful for imagestgtion problems because they tend to have fewer
cost function evaluations, and image registration probkléave cost functions that are notoriously compu-
tationally costly. In fact, we can see that the existing fagstep gradient descent optimizer (Algoriti#n
can be viewed a form of trust region optimizer. The modelngay a plane, normal to the gradient, and the
trust region is a circle with radius of the step size. The tsmtuof the trust-region subproblem is always to
step along the negative gradient direction up to the edgkabfdircle. The trust region is shrunk when the
step fails to reduce the function, however, it can never berged, nor does it ever truly reject a step.
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Algorithm 2 Regular Step Gradient Descent OptimizZ&r [
1: Set start positiong,; iteration counten = 0; scaling matrixS; step sizes
2: repeat
3: Computethe gradient at the current positidiID((p(n))
Compute the scaled gradient)D* = Sx [D(qy,))
if the scaled gradient has changed direction by more than 9@ektben
Set s=3 {R}educe the step size
end if
Compute the update to the parametefsp , = IISB:H ‘S
9 Set Qi1 =@n 4@, andn=n+1
10: until the convergence criteria are reached

© N g A

It is proposed that following the formal trust region stoptewill yield an optimizer similar
in simplicity and ease of use, but with better performance.n this paper, we propose the
i tk:: G adient Descent Trust Regi onOpt i m zer , which uses the algorithm shown in Algorithsn

Initial values for the various constants which work well imshcases have been provided, and are summa-
rized in Tablel. These values were chosen based on the recommendatidjaimd[seem to work well for
most applications.

Scaling is commonly applied to optimization algorithmsTiKIto aid in convergence. Scaling can be viewed
as a reparameterization of the optimation problem with asevef parameters whe@,,,= S@,4. In such

a system, the gradient with respect to the new parametdrben™ 1D%| ,D(@,4) whereD is the cost func-
tion. A gradient descent optimizer should take a unit steghimmgradient direction, in the new parameters.
Converting back to the old parameters requires an additionéiplication by S™2. It is important to note
that in the i tk: : Regul ar St epGr adi ent Descent Opt i mi zer , both of these steps are combined into one
and the gradient is simply divided by the scale factors. Thequivalent to a linear rescaling of the param-
eters by the square root of the scale factors. Asithk: : G adi ent Descent Tr ust Regi onOpti m zer is
intended to be a drop in replacement for thek: : Regul ar St epG adi ent Descent Qpt i ni zer this con-
vention is kept. In the trust region case, however, the sadfuhe trust region must also be considered. The
trust-region radius is computed in the scaled parametarespthus it is scaled by the square root of the
scaling factors. Further discussion of the role of the sfaadtors can be found irl[ Chap. 4].

This role of the trust region radius means that for the tregtan optimizer, the scales have real meaning.
That is, scaling an affine transformation by, for examplayileg the matrix parameter scales at 1, and
reducing the translation parameter scales to a very smaibeu is not equivalent to setting the matrix
parameter scales to a large number and leaving the tramsladirameter scales at 1. In fact, this required
a change to the scaling in the ITK examMé t i Resl mageRegi strati on2. cxx in order to get it to work
properly with both optimizers.

2 Testing and Results

The existing test for the scheme in ITK is appropriate fors tliptimizer, and has been used di-
rectly, with the addition of a test of the maximization modelhe optimizer can also be substi-
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Algorithm 3 Gradient Descent Trust Region optimization.
Set start positiong,; iteration counten = O; initial trust-region radiu®; scaling matrixm
Compute UgD(@ o)) andD (@)
repeat
Compute @, 1) at intersection of negative scaled gradient and trusbregoundary.
Compute Expected improvemert ) = (@, 1) — @n)) - DD (@) — D(@))
Compute UgD (1)) andD(@y,, 1))

: , D(@n.1))—-D(@n
Compute p, the ratio of real to expected improvemept= w
if p<cpthen
{This is an unexpectedly poor result, so the model is wrongedR¢he step and shrink the trust
region}
R=YVyR

elseif p < ¢y then
{This is a poor result, but still a decrease. Accept the steshrink the trust regiof.
R=viR

elseif p < cy then
{The improvement is acceptable relative to the model, sopathe step
n=n+1

else
{This improvement is good or excellent relative to the modeicept the step, and expand the trust
region}
n=n+ 1;R= min(y2R, Rnax

end if

until n > NpaxOr ]D¢D((p(n+1))] < Gmin Or R < Rmin
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Name

| Default | Range| Variable | Description

UpperDecreaseRatio

0.75

>0

C2

If the improvement ra
tio is better than this
increase the trust regio
size.

=)

MiddleDecreaseRatio

0.1

C1

If the improvement ratio
is less than this, decreas
the trust region size.

5E

LowerDecreaseRatio

0.001

If the improvement ratio
is less than this, rejeg
the step, and decrease t
trust region size.

RejectedStepDecreaseFactor

0.5

Yo

Shrink the trust region by
this factor when the step i
very poor.

2]

PoorStepDecreaseFactor

0.5

Y1

Shrink the trust region by
this factor when the step i
poor.

2]

SteplncreaseFactor

2.0

Y1

Enlarge the trust region b
this factor when the step i
good.

(2

MinimumStepLength

0.001

>0

Rmin

If the trust region shrinkg
smaller than this, stop th
optimization.

InitialStepLength

1.0

>0

The starting trust region
radius.

MaximumStepLength

64.0

>0

Rmax

An upper limit on the trust
region radius.

GradientMagnitudeToleranc

£0.000001

>0

Gmin

If the gradient shrinkg
smaller than this, stop th
optimization.

NumberOflterations

100

>0

Nm ax

Stop the optimization af
ter this many iterations
even if not complete.

Table 1: Parameters of the Gradient Descent Trust Regioorithgn
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Regular Step Trust Region
Example Iterations \ Final Value | Iterations \ Final Value
ImageRegistrationl 18 0.00745293 23 1.24136e-06
ImageRegistration3 18 0.00745293 23 1.24136e-06
ImageReqgistration4 50 -0.929332 23 -0.929464
ImageRegistration5 200 555.216 (FAIL) 17 43.8326
ImageRegistration6 23 43.8218 19 43.834
ImageRegistration7 76 53.5944 48 53.6376
ImageRegistration9 158 44.0226 115 43.8151
ImageRegistration12 23 68.6133 19 68.6355
ImageRegistration13 27 -1.34363 8 -1.34364
ImageRegistration18 19 86730.4 11 85974.2 (FAIL)
ImageRegistration20 57 43.6097 48 43.6489
MultiReslmageRegistrationl 74/83/87 -1.28378 20/15/9 -1.29405
MultiResimageRegistration? 47/46/60 -1.28631 12/12/17 -1.3007

Table 2: Results on Image Registration Examples from theBoKK [3].

tuted for the gradient descent optimizer in several of thagen registration exampfes Exam-
plesl mageRegi stration{1, 3--7,9, 12, 13, 18, 20} andMul t i Resl mageRegi strati on{1, 2} have been
modified to select between the optimizers and are includél this submission for easy comparison. It is
interesting to note that in each example, thek: : G adi ent Descent Tr ust Regi onOpti mi zer resolves
with similar accuracy as thet k: : Regul ar St epG- adi ent Descent Opt i mi zer , but with fewer steps. This
is summarized in the following table, and the actual commamed used are contained in an appendix.

3 Discussion

Several cases stand out in the examples as particularkestiieg. ImageRegistration5 is a case where the
regular step optimizer fails with the default argumentsintyadue to being unable to enlarge the step. Im-
ageRegistration13 is a case where the regular step methegdta@ poor step, and then has to work its way
back to the solution. However, this policy of never movingtiess optimal solution is not always suitable.
In both cases, the trust region approach clearly shows Wsradges. In contrast, ImageRegistration18 uses
the itk:: GadientDifferencel mageTol mageMetri ¢, which has a noisy gradient. The trust region op-
timizer remains firmly stuck in a local optimum on this exampkhile the regular step approach is able to
temporarily move to a poorer value allowing it to escape td fire global optimum.

This paper has described the k: : Gradi ent Descent Tr ust Regi onQpti mi zer which is intended as an
improvement on the existingt k: : Regul ar St epG- adi ent Descent Opt i mi zer . It is similar in intent, but
follows a formal trust region optimization scheme. Prolahke most significant advantage of this scheme,
is that the algorithm can both increase and decrease itsgte@daptively. On smooth functions, its tends
to outperform the regular step method, however, it may edagable for noisy functions.

limageRegistration3 is nearly an identical example to IrRaggstrationd.
2The intended arguments for ImageRegistration18 were pat sb a multimodal image pair was chosen from the exampe dat
arbitrarily.
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A Command lines used for testing

These code examples suppose that the variddl€_DATA has been set with the path to the
<i t kSour ce>/ Exanpl es/ Dat a, that the variabld TK_BRAI N\VEB has been set with the path to the ITK
Brainweb data and that they are being executed in a unix siydh, in the build directory.

.l mageRegi strationl rs $I TK_DATA/ Brai nProt onDensi tySli ceBor der 20. png \
$I TK_DATA/ Brai nProt onDensi tySl i ceShi fted13x17y. png test. png

./l mageRegi strationl tr $I TK_DATA/ Brai nProt onDensitySliceBorder20. png \
$| TK_DATA/ Brai nProt onDensi tySl i ceShi fted13x17y. png test. png

.l mageRegi stration3 tr $I TK_DATA/ Brai nProt onDensi tySli ceBor der 20. png \
$| TK_DATA/ Brai nProt onDensi tySl i ceShi fted13x17y. png test. png

.l mageRegi stration3 rs $I TK_DATA/ Brai nProt onDensi tySl i ceBor der 20. png \
$| TK_DATA/ Brai nProt onDensi tySl i ceShi fted13x17y. png test. png

.1 mageRegi strationd rs $I TK_DATA/ Brai nT1Sl i ceBor der 20. png \

$| TK_DATA/ Brai nProt onDensi tySl i ceShi fted13x17y. png test. png
.1 mageRegi strationd tr $I TK_DATA/ Brai nT1Sl i ceBor der 20. png \

$| TK_DATA/ Brai nProt onDensi tySl i ceShi fted13x17y. png test. png

./l mageRegi stration5 rs $| TK_DATA/ Brai nProt onDensi tySli ceBor der 20. png \
$I TK_DATA/ Brai nProt onDensi tySl i ceR10X13Y17. png test. png

.l mageRegi stration5 tr $I TK_DATA/ Brai nProt onDensi tySli ceBor der 20. png \
$I TK_DATA/ Brai nProt onDensi tySl i ceR10X13Y17. png test. png

./l mageRegi stration6 rs $| TK_DATA/ Brai nProt onDensi tySli ceBorder 20. png \
$I TK_DATA/ Brai nProt onDensi tySl i ceR10X13Y17. png test. png

.1 mageRegi stration6 tr $I TK_DATA/ Brai nProt onDensi tySli ceBor der 20. png \
$I TK_DATA/ Brai nProt onDensi tySl i ceR10X13Y17. png test. png

./l mageRegi stration7 rs $| TK_DATA/ Brai nProt onDensi tySli ceBorder 20. png \
$| TK_DATA/ Br ai nProt onDensi tySl i ceR10X13Y17S12. png test. png

.l mageRegi stration7 tr $I TK_DATA/ Brai nProt onDensi tySli ceBor der 20. png \
$| TK_DATA/ Brai nPr ot onDensi t ySl i ceRL0X13Y17S12. png test. png

./l mageRegi stration9 rs $I TK_DATA/ Brai nProt onDensi tySli ceBorder 20. png \
$| TK_DATA/ Brai nProt onDensi tySl i ceR10X13Y17. png test. png

.1 mageRegi stration9 tr $I TK_DATA/ Brai nProt onDensi tySli ceBor der 20. png \
$I TK_DATA/ Brai nProt onDensi tySl i ceR10X13Y17. png test. png
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.l mageRegi strationl2 rs $I TK_DATA/ Brai nProt onDensitySliceBorder20. png \
$| TK_DATA/ Br ai nProt onDensi tySl i ceRLOX13Y17. png \
$| TK_DATA/ Br ai nProt onDensi t ySl i ceBor der 20Mask. png test. png

./l mageRegi strationl2 tr $I TK DATA Brai nProtonDensitySliceBorder20. png \
$| TK_DATA/ Br ai nProt onDensi tySl i ceRLOX13Y17. png \
$| TK_DATA/ Brai nPr ot onDensi tySl i ceBor der 20Mask. png test. png

./l mageRegi strationl3 rs $I TK_DATA Brai nProtonDensitySlice.png \
$| TK_DATA/ Brai nProt onDensi t ySl i ceBorder 20. png test. png

./l mageRegi strationl3 tr $I TK DATA Brai nProtonDensitySlice.png \
$I TK_DATA/ Brai nProt onDensi t ySl i ceBor der 20. png test. png

./l mageRegi strationl8 rs $I TK_DATA/ Brai nT1Sl i ceBorder 20. png \
$| TK_DATA/ Brai nProt onDensi tySl i ceShi fted13x17y. png test. png

./l mageRegi strationl8 tr $I TK DATA Brai nT1Sl i ceBorder20. png \
$| TK_DATA/ Brai nProt onDensi tySl i ceShi fted13x17y. png test. png

.1 mageRegi stration20 rs $I TK_BRAI NVEB/ br ai nweblelalOf 20. mha \
$I TK_BRAI NVEB/ br ai nweblelalOf 20Rot 10Tx15. nha test. nmha

./l mageRegi stration20 tr $I TK _BRAI NVEB/ br ai nweblelal0f 20. mha \
$I TK_BRAI NVEB/ br ai nweblelalOf 20Rot 10Tx15. nha test. mha

.I'MiltiResl mageRegi strationl rs $I TK_DATA/ Brai nT1Sl i ceBor der 20. png
$| TK_DATA/ Brai nProt onDensi tySl i ceShi fted13x17y. png test. png
.I'Mul tiResl mageRegi strationl tr $I TK DATA/ Brai nT1Sl i ceBor der 20. png
$| TK_DATA/ Brai nProt onDensi tySl i ceShi fted13x17y. png test. png

.I'MiltiResl mageRegi stration2 rs $I TK_DATA/ Brai nT1Sl i ceBor der 20. png \
$| TK_DATA/ Brai nProt onDensi tySl i ceShi fted13x17y. png test. png

.Ml ti Resl mageRegi stration2 tr $I TK DATA/ Brai nT1Sl i ceBorder 20. png \
$| TK_DATA/ Brai nProt onDensi tySl i ceShi fted13x17y. png test. png
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